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Incremental learning concepts are reviewed in machine learning and neurobiology. They are identified
in evolution, neurodevelopment and learning. A timeline of qualitative axon, neuron and synapse
development summarizes the review on neurodevelopment. A discussion of experimental results on data
incremental learning with recurrent artificial neural networks reveals that incremental learning often
seems to be more efficient or powerful than standard learning but can produce unexpected side effects.
A characterization of incremental learning is proposed which takes the elaborated biological and machine
learning concepts into account.
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1. Introduction

Incremental learning is a concept with several dimen-

sions. It has been associated with learning processes

where a standard learning mechanism is combined

with or is influenced by stepwise adjustments during

the learning process.47,80 These adjustments can be

changes in the structure or parameters of the learn-

ing system or changes in the presentation or con-

stitution of the input signals. Adjustments of this

kind are inherent to many biological learning mech-

anisms, too. Therefore, we regard incremental learn-

ing as a general learning concept and our review will

cover biological and machine learning mechanisms

with the aim to increase our understanding of both.

This article addresses researchers who are interested

in correspondences between the biological and ma-

chine learning aspects of incremental learning.

In the area of machine learning the term

“incremental learning” has alternatively been used

synonymously with “pattern learning” and “on-

line learning” to describe the opposite of “batch

learning”. However, as we will see later in Sec. 5,

this characterization is not precise enough.

Incremental learning methods have been pro-

posed as candidates to model learning mechanisms

of the sensitive periods of the developing brain.80

These sensitive periods, sometimes also called critical

periods, are within the first few years of childhood,

between birth and puberty.96 During the sensitive

periods massive learning takes place and a large

set of mechanisms and programs collaboratively and

efficiently set up, tune and refine the developing

central nervous system. Accordingly, correspond-

ing incremental machine learning algorithms are

expected to be sophisticated and powerful.

An almost classical example which supports this

claim is the study of Elman47 on language process-

ing with artificial neural networks. With incremen-

tal learning Elman’s neural networks were able to

achieve results which could not be observed in the

same setting without incremental learning. However,

the experiments of Rohde and Plaut119,120 drew El-

man’s claim of the superior abilities of incremental
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learning into question. Therefore, it is apparent that

the concept and algorithms of incremental learning

still require more exploratory investigation.

To improve our understanding of biological and

machine incremental learning, the present article

reviews aspects of biological learning mechanisms

which are incremental. The aim is to motivate and

find a characterization for corresponding machine in-

cremental learning that captures the essence of the

biological counterpart as well.

The biological nervous system, and in particular

neural connections in the brain, develop according

to a well-organized plan.110 The mechanisms of neu-

rodevelopment build and set up the initial architec-

ture, which then is tuned and refined by a variety of

adaptive or learning mechanisms.77 The fundamental

organizational plan for all this activity is encoded in

the genes and is a product of long-term phylogenetic

adaptive processes of the genome. From the view-

point of an individual, the biological structure and

functionality of the central nervous organ (brain) has

therefore been established or ‘learned’ in three time

phases:

(I) Evolution: Evolution operates on the largest

time scale of our model. Significant evolutionary

changes in a population take many thousands of

years, while every individual only lives for an al-

most negligibly short period of time. During the time

phase of evolution the structure of the genome un-

dergoes a process of phylogenetic learning which is

based on evolutionary concepts such as selection and

mutation.

(II a,b) Neurodevelopment: Within the pre-

natal (IIa) and the sensitive (postnatal) phases

(IIb) of neurodevelopment the neural structure

of an individual brain is established by mas-

sive constructive learning mechanisms which are

typical for this time phase. Most of them

do not reappear later in life and are critical

for the acquisition of several sensory and cogni-

tive abilities, including emotions and language.96

Neurodevelopmental processes are controlled by

genetic regulatory programs and shaped through

learning in interaction with the environment. This

relatively short period of time links ontogeny

and phylogeny.

(III a,b) Learning: The final individual neural sys-

tem is able to learn, that is, to adapt its parameters

according to both its current internal state and in

interaction with the environment. It is essentially

the fine-tuning and modulation of connections and

other parameters established during neurodevelop-

ment. The ability to learn has influence on the rate

by which genes of a specific individual are passed to

the next generation. This nests the phases of indi-

vidual life and learning (ontogeny) into the tree of

evolution (phylogeny). Learning is closely related

to memory and involves short-term (IIIa) and long-

term (IIIb) processes.8,56

Timephases (II) and (III) together can be interpreted

as ontogenetic learning, that is, learning during the

lifetime of an individual in contrast to phylogenetic

learning. Phylogenetic and ontogenetic learning can

be further distinguished from sociogenetic learning

where the learned behavior is social culture which is

accumulated within a group’s lifetime.4 The above

model takes the viewpoint of an individual and dis-

tinguishes conceptionally and functionally different

phases of learning in the establishment of an indi-

vidual nervous system. The phases of neurodevel-

opment (II) and learning (III) operate on the same

time scale and they have some mechanisms in com-

mon, for example, Hebbian Learning.37,67 However,

we treat them as different phases because there are

essential differences in their underlying neurobiolog-

ical and regulatory mechanisms. In particular, we

see phase (II) more associated to the setup of the

central nervous organ while phase (III) is more asso-

ciated with its refinement.

The following sections review some of the most

well-known facts about evolution (Sec. 2), neurode-

velopment (Sec. 3) and learning (Sec. 4) with the

aim of finding a biologically motivated characteriza-

tion of (machine) incremental learning which will be

proposed in Sec. 7. Before that, traditional machine

learning concepts related to incremental learning are

reviewed in Sec. 5 and an overview of key experi-

mental work is given in Sec. 6. The article concludes

with a summary in Sec. 8.

2. Evolution

The longest time phase of the above mentioned three

time phases is evolution. The algorithms of evo-

lutionary computation have been successfully ap-

plied as optimization algorithms for a large variety of
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engineering tasks.126–128 However, there have also

been intentions to employ evolutionary algorithms

as abstract models of biological evolution, see for

example Refs. 69 and 70. This is reflected in the

shared vocabulary of the biological theory of evolu-

tion or genetics and the terminology of evolution-

ary computation.38,52 Atmar4 does not agree with

the widespread opposition to accepting simple evo-

lutionary optimization algorithms as an interpreta-

tion of Darwinian35 evolution. He claims this oppo-

sition is caused by a misinterpretation of evolution

theory. Instead of focusing on the complexity of iso-

lated structures built by evolutionary trial-and-error,

such as genes, neurons or processes such as recombi-

nation or the representation of individuals, it would

be more appropriate to emphasize those processes

that optimize and evaluate the whole of the evolving

structure. According to Atmar4 the essential mech-

anisms of evolution can be stated in rather simple

terms. To formalize the process of evolution of a

population within a single generation he proposes a

sequence of four mappings between a genotypic cod-

ing space G together with an input alphabet of en-

vironmental symbols I and a phenotypic behavioral

space P :

I ×G e→ P
s→ P

r→ G
m→ G .

The first map, epigenesis (e), is many-to-one and

translates each genotype into a phenotype. The

processes of selection within the local population

are described by the map s. Mapping r describes

genotypic representation within the population prior

to reproduction. Mutation (m) includes random

and directed coding alterations including repair

and recombination. The process of evolution pro-

gresses through indefinite repetition of these four

maps.4,52

2.1. Evolution of nervous systems

On the time scale of evolution all the chemical and

basic hardware, as well as the overall concepts of

the central nervous system, evolved over a long pe-

riod of time. Evolution theory assumes that life on

earth began several thousand million years ago and

the cerebral cortex of mammals evolved from the pri-

mordial cortex of amphibians and reptiles about 300

thousand million years ago.11,97 According to Roth

and Wulliman122 most of the basic elements of the

central nervous system, such as neurotransmitters,

neuropeptides, ion-channels, receptors and transport

molecules are evolutionarily older than neurons and

nervous systems. Neurons emerged to enhance the

functionality of these previous substances and struc-

tures, by binding them functionally together. At a

later stage central nervous special organs (brains)

evolved by applying the same principle to neurons

and glial cells. Two groups of nervous systems

evolved, one with and the other without central ner-

vous special organ. The class of vertebrate nervous

systems is one of four subclasses of the class of ner-

vous systems with a brain. In vertebrate nervous sys-

tems, the brain rostrally directly connects to a dorsal

nervous tube.122 The brain consists of a large number

of organizational modules. Tooby and Cosmides139

claim these evolved because they were appropriate

for certain tasks essential for the survival of our an-

cestors. Primates have, compared with other mam-

mals, relatively small limbic structures but a rela-

tively larger isocortex.30,50 This can be explained by

the following interaction between the mechanisms of

evolution and neurodevelopment which determines

relative size of brain modules:

“ ... if a species gains extra cycles of neu-
rogenesis across the course of evolution, the
greatest relative enlargement occurs in the
parts of the brain that develop relatively
late ... ”10,32,51

2.2. Artificial models of the

evolution of nervous systems

One might propose that the evolution of nervous

systems can be roughly modeled by hybrid systems

which combine techniques from evolutionary compu-

tation with models from computational neuroscience

such as artificial neural networks. To evaluate this

type of proposal we briefly review some of the key

studies and systems available in that area.

Several reviews show that evolutionary artificial

neural networks have been investigated and applied

successfully in recent years.104,125,142,146 According

to Yao146 evolution in artificial neural networks can

include adaption of connection weights (an alterna-

tive to standard network training, see Ref. 92 and

121), evolution of architectures (topology and activa-

tion functions) and evolution of learning rules (adap-

tion of learning parameters). The evolution can take

place on all three levels simultaneously. For example,
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the evolution of the learning rule can interact with

the evolution of the architecture.

An early example of combining artificial neural

networks and evolutionary algorithms is the study

“Designing Neural Networks using Genetic Algo-

rithms” by Miller.93 Neural networks were repre-

sented as connection matrices and every network

(phenotype), corresponding to one of the connection

matrices, was trained on the xor–task to produce a

fitness determined by the error on the test set. Based

on this fitness the population of matrices (genotypes)

was then modified using the operators of a genetic

algorithm.

EPNet and ENZO are evolutionary systems for

evolving the topology and the connection weights

of artificial neural networks. EPNet was proposed

and described by Refs. 147 and 148 and informa-

tion about different versions of ENZO can be found

in Refs. 17–19. The name EPNet stems from the

technique Evolutionary Programming which is an

evolutionary algorithm without crossover operator.53

ENZO is an acronym for the German name

Evolutionärer Netzwerk Optimierer. Both systems

use a form of Lamarckian learning where the trained

connection weights are passed to the new generation

where they are employed as initial weights. Braun

et al.18 report that Lamarckian learning could im-

prove training times by 1–2 orders of magnitude

and in some cases the Lamarckian approach was

even necessary to solve the learning task. In EPNet

networks are trained by a hybrid method including

modified backpropagation learning; that is, standard

backpropagation with adaptive stepsize and simu-

lated annealing. ENZO employs resilient backprop-

agation learning (RProp).118 Comparisons of EPNet

and ENZO and larger studies using these systems

are not known and would be difficult to obtain due

to very long training times which rapidly increase

with growing network size.

An alternative approach to model the interaction

of evolution and learning is the study of Batali.9 He

focuses on training recurrent networks and evolves

the set of initial weights. The learning ability of re-

current nets is typically very sensitive to the selec-

tion of their initial weights. Batali argues that for

successful training it is necessary to start with ini-

tial weights which have an “innate bias” that gives

them enough flexibility and the ability to learn. He

draws parallels with the learning ability of biological

neural networks during their sensitive periods and

points out that the initial learning ability of recur-

rent nets can degrade after a longer period of train-

ing. In Batali’s approach the initial weights are re-

set to their initial values at the end of training before

they are passed to the new generation. Therefore, his

approach is different from Lamarckian learning as it

was employed for reasons of efficiency by EPNet and

ENZO.

From a practical point of view, attempts to ob-

tain a large general purpose evolutionary learning

system, with systems such as EPNet or ENZO, have

led to a dead end, due to training times which are

too long. Modular systems could provide a solution,

given that separately trained network modules al-

ready exist, and only a smaller number of connec-

tions remain to be evolved.

It is well-known that modularity is a common

concept in biological nervous organs too. For exam-

ple, Brodmann20 found that the isocortex is divided

into cytoarchitectonic regions, the now so called

Brodmann areas, which are related to specialized cor-

tical functions. Mountcastle94 proposed that dis-

tributed activity in selected sets of brain modules

implements higher cognitive function. Comparisons

across species show that, for reasons of efficiency, bio-

logical brains become more modular, with increasing

size of the isocortex.75

There are at least two approaches to modular sys-

tems in artificial neural networks: modular neural

networks and neural ensemble networks. Modular

neural networks5,130 consist of autonomous modules

which are smaller neural networks with specialist

abilities. The artificial modules exchange informa-

tion only by way of their inputs and outputs. The

concept of modular neural networks is more general

than that of neural network ensembles which are sets

of neural networks that are all trained on the same

task, either in sequence or simultaneously,87 while a

suitable combination of the outputs of the networks

is taken to obtain better results than by taking the

output of one network alone.130

2.3. Discussion

The above review on evolution or phylogenetic learn-

ing in biology and machine learning has raised ques-

tions about the emergence of modular structure
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and relative module sizes. This is of relevance for

incremental learning in large systems. In cognitive

science and evolution biology the concept of general

purpose learning systems for modeling the compu-

tations of the brain in under discussion. For ex-

ample, Gallistel58 proposes to replace the idea of

a general-purpose learning system with adaptively

specialized learning modules. The modules would

only have some elementary computational processes

in common. These would be required for manipulat-

ing neural signals in accord with the laws of arith-

metic and logic, and for storing and retrieving the

values of variables. Gould and Marler64 express the

view that these modules have a task specific struc-

ture that we see in instinctive behaviors. To under-

stand and detect the modules in the human learning

system Tooby and Cosmides139 suggest that inves-

tigators reverse engineer the brain to find why the

brain was built and which specific families of com-

putations the brain evolved to accomplish. This ap-

proach is based on knowledge of evolutionary biology

and takes into account ancestral activities, selection

pressures and the environments where our ancestors

evolved. On the contrary Finlay et al.51 and Clancy

et al.31,32 argue in favor of the concept of general

purpose-learning and suggest that “structure leads

function”:

“ ... the form of these sensory, motor and
cognitive systems are the result of competi-
tive recruitment of processing resources from
a super-abundant pool of cortical neurons
made available more or less at the same time.
... ”51

3. Neurodevelopmental Phases

Rakic111 proposes that understanding the princi-

ples and mechanisms controlling the production of

cells destined for the cerebral cortex may be the

key to understanding human intelligence. The de-

velopmental time phase, where large constructive

processes establish the structure of the central ner-

vous system, consists of a prenatal part (IIa) and a

postnatal part (IIb). Several incremental learning

processes occur in parallel and these are still not

completely understood. Some of the processes are

genetically predetermined140; however, interaction

with the environment is a crucial part of the devel-

opmental phase. This must therefore be regarded as

a phase of massive learning. Connections are estab-

lished during the developmental process via different

forms of axon guidance (cf. Chap. 4 of Price and

Willshaw106 or Chap. 9 of Brown et al.22) and other

more local activity dependent mechanisms which re-

fine the precision of the connection.2,106 Connec-

tions in this context include projections, which con-

nect large regions or modules of one brain region to

another through thousands of fibers (e.g. thalamo-

cortical information processing25,39,90).

Some of the information the organism receives in

the developmental phases, for example, via mother-

child interaction, is essential for its later life. If

certain stimuli and information are not properly re-

ceived during these sensitive periods, the organism

will lack important abilities and may not be able to

survive. The sensitive periods are unique in that

they do not reappear in later stages of life. If certain

aspects of vision71,76,143 and language73,85,100,102 are

not acquired during the sensitive periods, they can-

not be learned anymore at later stages of life. The

collection of Birdsong12 contains more details on

the sensitive periods’ influence on first and second

language acquisition. Sensitive periods are not re-

stricted to humans but have been similarly observed

in animal studies, see for example Refs. 13, 81

and 88.

We propose one of the keys for understanding bio-

logical incremental learning, as it appears during the

sensitive periods, is to analyze the time structure of

the main mechanisms of the neurodevelopmental set-

up process. For that purpose we collected a number

of studies that shed light on the timeline of corti-

cal neurogenesis. As an outcome, we summarize the

qualitative time structure of the development of dif-

ferent neuron components in a roughly interpolated

timeline in Fig. 1.

Most of the results and experimental data that

were used for the present review were reported

by Rakic and colleagues from experimental stud-

ies with rhesus monkeys (e.g. Refs. 110 and 111).

Similar results were predicted by the regression

model that was employed by Clancy, Darling-

ton, Finlay and colleagues.30,34,50 In their study

about 40% of the data was backed up by exper-

imental results. Another review which summa-

rized neurodevelopmental concepts was given by

Quinlan.108 Rakic110 reports that the prenatal gen-

esis of cortical neurons in primates lasts approxi-

mately 60 days starting from the fortieth embryonic
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Fig. 1. We have derived a hypothetical timeline of quantitative neuron (dotted line), axon (continuous line) and synapse
(dashed line) development in the cortex. The experimental data was reported by Rakic110 in the case of rhesus monkeys.
The number of neurons and axons grows fast, while the number of synapses slowly starts to increase later. The amount
of synapses continues to increase even when the number of axons and neurons is already decreasing during the “sensitive
periods”.

day (E40). Primates acquire all their neurons within

that period before birth and almost no isocortical

neuron is generated at any time later.109 Neuroge-

nesis involves strategies of nerve cell differentiation.

These depend on the regularization of transcription

proteins by signals within the cell itself (control by

cell lineage) or by signals received from neighboring

cells (control by induction); see Ref. 77. Neurons mi-

grate after their birth at the ventricular side of the

cortex, along scaffolds of glial cells, radially outwards

into one of the six cortex layers (cf. Table 1).

Axons often grow along a complicated path where

they meet other neurons which they ignore, connect-

ing only to the target neuron.23 They form synapses

with up to 1000 other neurons and are finally pre-

cisely connected with specific neurons or parts of

them. The period of fast increase of the number

of axons follows shortly after the period of growth of

neurons and lasts until birth. During the course of

development, and in particular at birth, most brain

structures in higher vertebrates possess many more

neurons and axons than in adulthood. For exam-

ple the newborn monkey has about 200× 106 calos-

sal axons and the adult has only 50 × 106. Soon

after birth a period of fast axon loss begins. The

loss rate within the first three weeks is extremely

high (50 axons per second) and then slows down (to

5 axons per second) until puberty.83,84 Axon loss oc-

curs after topographical and columnar organization

and when precise connections have been achieved. It

is involved mainly in synaptic reorganization on a

local rather than global level.

After a period of fast axon loss, a period

of programmed cell death of neurons (apoptosis)

starts.99,101 It causes a significant decrease in the

number of neurons over a short period. Depend-

ing on the brain area, there are about 35%–60%

more neurons in the fetal monkey than in the adult

monkey; that is, nearly half of all neurons will

die.110 Apoptose of neurons is a process of genetically

programmed cell death. For example, in different

individuals of the nematode worm Caenorhabditis

elegans, the same cells always die. Some of them

die even before they start neural processes.134
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Table 1. The six cortex layers counted from surface I to inside VI. Each layer has its characteristic type of neurons and fibers.77

Layer Cell types Functionality and connectivity

I Apical dendrites of the pyramidal cells and Local connections of neighboring neurons
axons of stellar cells, only a few cells

II Small pyramidal neurons Long-distance cortico-cortical connections

III Small/medium pyramidal neurons and interneurons Short-distance cortico-cortical connections

IVa Small stellar neurons, small pyramidal neurons Cortical interneurons (inhibitory and excitatory),
thalamo-cortical afferences (vertical entry)

IVb Stellar neurons Cortical interneurons

V Large pyramidal neurons Projection to subthalamic structures (basal ganglia, brain stem),
short and long-distance cortico-cortical fibres

VI Small (fusiform) pyramidal neurons Cortico-thalamic efferences

Brown et al.22 give a general overview about how

developing neurons can die. This overview includes

target-dependent neuronal death, death of newly

generated neurons, developmentally programmed

neuronal death and death removing whole popula-

tions of neurons.

During development the periods of axon loss and

apoptose coincide with a period of rapid synap-

tic production, rather than synaptic elimination.

Synaptic density in monkey brains increases quickly

during the first 2–3 months of life, until it reaches a

30%–40% higher level than in the adult; see Refs. 15,

110 and 112. A “plateau” phase of high synaptic den-

sity lasts for about two years.15,16 It is followed by

a 2–3.5 year period of loss of approximately 2,500–

5,000 synapses per second.14 Synaptogenesis with

initial overproduction and subsequent elimination

appears synchronously for synapses and neurotrans-

mitter receptors.86 It occurs following a well de-

termined schedule in several brain areas and is

correlated to the emergence of specific cognitive

functions.30,72

Connections developed prenatally are refined

postnatally and to a lesser degree already in the

prenatal phase, by activity-dependent mechanisms

which work in response to sensory input.78,106 At

the intersection of time phase (IIb) and (IIIa) two

different processes overlap and occur in parallel:

competitive synaptic elimination and learning. Both

involve the same principle which is related to Hebb’s

hypothesis.a We have a quantitative and a qualita-

tive change of synapses in the neural network. It

involves neurotransmitters, second messengers and

differential gene expression, that is, an interaction of

short-term, long-term and very long-term processes.

More details about these processes can be found for

example in the book of Kandel et al.77

Apart from the soma, the axon and the synapses,

dendrites are another important part of the biolog-

ical neuron.91 Quartz and Sejnowski107 pointed out

that dendrites play a more active role than tradition-

ally believed; these are dynamic structures whose

growth depends on many factors. A neuron with

active dendritic segments can perform tasks similar

to artificial hidden layer networks. Dendrites grow

slowly and act on a longer time scale than axons.

Since dendrites are the cell parts which have most of

the synaptic contacts with other neurons, synaptic

changes are closely related to dendritic changes. It

has been proposed that dendrite morphology is also

responsible for long-term memory.145 Therefore, in

our model, we count dendritic changes as synaptic

changes, rather than as axonal changes.

If we summarize the above reviewed data and

roughly interpolate it, we obtain a hypothetical,

schematic timeline for neurogenesis, apoptose of neu-

rons, axon growth, axon loss, synaptogenesis and

synapse elimination. The result is depicted in Fig. 1

(cf. Ref. 27). The section of the timeline be-

tween birth and puberty consists of a speculation

aHebb’s hypothesis67 postulates that synapses between neurons are strengthened if pre- and postsynaptic activation occurs syn-
chronously. In artificial neural networks often a modification of Hebb’s original rule is realized: Synapses between synchronously
active neurons are strengthened while other synapses are weakened. Hebbian learning in the brain is realized by NMDA receptors,
for example in the hippocampus, cerebellum and visual system.37
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which, to our current knowledge, is not experimen-

tally confirmed. The time scale of the timeline covers

a 165 day period of gestation, followed by a postna-

tal period of about three years to sexual maturation.

This corresponds to data observed in the case of rhe-

sus monkeys (cf. Ref. 110 and 111). There are quan-

titative changes between different brain regions and

across species. However, recent statistical analyses

in the studies of Clancy, Finlay and colleagues30–51

indicate that the qualitative picture is virtually in-

variant and can almost certainly be extrapolated to

humans. For humans, the picture would therefore be

qualitatively identical, but stretched, due to a 280

day period of gestation and a much longer period

until sexual maturation.

The review of the relative time structure of the

development of neuron components identifies a “bio-

logical incremental learning algorithm” which works

as follows:

(i) Fast growth of the number of neurons.

(ii) Fast growth of the number of axons.

(iii) Slow synaptogenesis which continues.

(iv) Very fast axon loss.

(v) Slow apoptose of neurons.

(vi) Slow synapse elimination.

The essential principles of this algorithm are timing

and initial overproduction and subsequent elimina-

tion. It is partially determined by genetic regulatory

programs and partially by activity dependent inter-

action with the environment.

4. Learning

Learning during the lifetime of an individual is gen-

erally referred to as ontogenetic learning. From

the viewpoint of cellular and molecular neurobiology

learning is essentially the fine-tuning of developed

synapses or dendrites through experience.22,77,145 It

begins approximately at the end of the first stage

of neurodevelopment (i.e., stage IIa) after initial

synapse formation, controlled by genetic regulatory

and early developmental processes, has been com-

pleted. Several processes are involved: for exam-

ple, long-term potentiation, long-term depression,

and changes to the synapse as associated with the

NMDA receptor. The outcomes of learning are

different kinds of short-term or long-term memory

which can be either implicit and unconscious for

motor skills or explicit and conscious for remember-

ing things. In humans, three stages of memory can

be distinguished7,132,145:

• Sensory memory: Information from multimodal

sensory fiber collaterals is integrated by neurons

in the brainstem and triggers acetylcholine to be

released into specific regions of the cerebral cor-

tex and hippocampus. This control mechanism of

ongoing sensory processing and the attention level

are updated every 150–700 ms.

• Short-term memory: Prolonged acetylcholine ele-

vation at specific cortical sites for stimuli that have

been allocated a greater degree of attention.

• Long-term memory: A variety of long-term

changes at synapses and dendrites triggered by re-

curring intervals of enhanced acetylcholine release.

As we have already pointed out, “learning” and its

connection to memory constitute a large topic which

is treated by many disciplines and from many differ-

ent perspectives.

In machine learning, a traditional distinction be-

tween three main classes of learning paradigms is

made:

• Unsupervised learning: Learning without external

signal or control.

• Reinforcement learning: Only a scalar reinforce-

ment signal is provided.

• Supervised learning: A target output or teacher

signal must be specified.

In all three cases, given an input vector x(t) ∈ Rn

and an output vector y(t) ∈ Rm at time step t ∈ N, a

mapping F : Rn ⊃ X → Y ⊂ Rm, x 7→ y is learned.

In many situations the mapping F is identified with

a parameter array, such as a neural network weight

matrix W .

Unsupervised learning is a common learning prin-

ciple of the cortex and is related to associative

memory. In machine learning it is realized for ex-

ample by Kohonen networks which are also called

self-organizing maps.82 Self-organizing maps learn a

topographic map of the input patterns where the lo-

cation of the neurons, given by their coordinates in

a lattice, indicates statistical features of the input

map.65 Learning employs a Hebbian-type rule. Many

other examples of unsupervised learning paradigms

have been developed.68
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In the supervised paradigm a parameter update

is based on an error, given by the difference between

the actual output y(t) = F (x(t)) and the target out-

put y′(t). The target output is sometimes also called

teacher signal. A typical supervised learning algo-

rithm for neural networks is backpropagation, which

is described for example in Ref. 65.

It could be argued that reinforcement learning is

the most general concept which includes both unsu-

pervised and supervised learning as extreme forms.

Using this interpretation, in unsupervised learning a

zero reinforcement learning signal is provided con-

stantly and in supervised learning the error infor-

mation could be interpreted as a form of “rich”

reinforcement learning signal.

K. Doya42,43 proposed four correspondences be-

tween the effects of four parameters of a temporal

difference algorithm, and four neuromodulatory sys-

tems of the brain. Each of them involved one of

four neurotransmitters: dopamine, serotonin, acetyl-

choline, or noradrenaline. They project from the

brainstem to the cortex, the cerebellum and to

the basal ganglia.79 The mechanisms associated with

the basal ganglia were proposed to perform a type of

reinforcement learning41; while the mechanisms of

the cerebellum could be described in terms of su-

pervised learning; and the calculations of the cortex

could be modeled by an unsupervised paradigm.

5. Machine Incremental Learning

In machine learning literature, the term incremen-

tal learning is used inconsistently for several differ-

ent forms of learning or training. Before we propose

a characterization of incremental learning in Sec. 7,

we will discuss a selection of commonly used classi-

fication schemes for supervised learning in artificial

neural networks. Some of them have been discussed

in Refs. 65, 123. These classification schemes apply

to many machine learning algorithms including un-

supervised and reinforcement learning for artificial

neural networks.

5.1. Structure modifying learning methods

Constructive and pruning methods can be moti-

vated by theoretical and experimental results, which

show that training speed and generalization perfor-

mance is affected by the size and architecture of the

neural network; see, for example, Refs. 1, 62 and 141.

Because pruning modifies the network structure or

topology, it is closely related to constructive learn-

ing. This conforms to the biological perspective, that

growing mechanisms are strongly related to prun-

ing mechanisms. Constructivism and selectionism

— two concepts from cognitive neuroscience reflect-

ing the ideas of constructive and pruning methods

— are discussed by Quartz and Sejnowski.107

During constructive learning, single neurons and

links, or whole layers or subnetworks, can be added

or deleted from the network architecture. Most well-

known are probably the algorithms which incremen-

tally add hidden units to a neural network, such

as Cascade-Correlation48 or Tower57 algorithms. A

large amount of work has been done to investigate

these type of algorithms, see for example Refs. 95 and

105. Hayward66 introduced the GenTower algorithm

which, inspired by the Tower algorithm, adds small

subnetworks to the neural network during training.

Another group of algorithms which start with a

small network and successively add new units has

been introduced by Platt.103 Building on the same

idea are Fritzke’s55 Growing Cell structures, where

units are added by evaluating local statistical mea-

sures gathered during previous adaption steps and

the network dimensions are preserved. In Growing

Neural Gas54 the network topology is generated in-

crementally by competitive Hebbian learning.89 The

dimensionality depends on the input data and can

be locally different. All these methods employ radial

basis functions. Growing Cell Structures are good

for unsupervised learning and neural gas is good for

supervised learning, where it leads to small networks

with strong generalization ability.

Constructive methods are generally regarded as

being more powerful and sophisticated than fixed

structure training methods. Most of the studies

on constructive methods emphasize the engineering

aspect of building a more or less complicated sys-

tem, which somehow optimizes the network struc-

ture, learning parameters and hopefully generaliza-

tion or other performance aspects, see for example

Ref. 131.

Pruning is the process where links or units are

removed from the network during training. These

techniques are realized in various algorithms such as

Optimal Brain Surgeon, Optimal Brain Damage and

others; see Ref. 116 for an overview.
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Weight decay can be regarded as a selection-

ist method, like pruning. However, instead of re-

moving connections, it first restricts the growth of

their weights by giving them a tendency to decay to

zero; that is, the connection would disappear unless

reinforced.68

Selective Learning with Flexible Neural Architec-

tures (SELF ) was introduced by Ref. 150. It works

on both the data and the network structure. Start-

ing with a small training set and a small feed forward

network, the training set is increased incrementally

after training. If training does not converge, hidden

units are then added to the network to increase its

capacity.

5.2. Adaptive or parameter learning

Adjustments of parameters of the learning rule, such

as the learning rate during training, are called adap-

tive learning or parameter learning, and can be

regarded as one form of incremental learning. An

advantage of adaptive techniques is their robustness

with respect to the choice of the initial parameters.

According to Riedmiller,117 adaptive methods can be

divided into two categories, local and global adap-

tive learning. Local adaptive techniques rely only

on local information, such as changes of a single

weight, and reflect the principle of parallel process-

ing, which is a characteristic of neural network learn-

ing. Among typical examples are Quickprop49 or

RProp.118 Global adaptive techniques, such as the

conjugate gradients method, use information about

the state of the entire neural network, for example,

the direction of the overall weight-update vector.117

The conjugate gradients method requires more com-

putation, but it converges faster when compared

with standard backpropagation learning.

5.3. Variations of data presentation

In pattern learning weights are updated after each

presentation of a single training pattern. In epoch

learning weights are updated after presentation of

the whole training set. For large training sets with a

lot of redundant information, pattern learning is the

preferred method. The term “pattern learning” is of-

ten used synonymously with “incremental learning”

and “epoch learning” is often called batch learning.

Here, the batch is the training set. It is possible

to update weights after presentation of parts of an

epoch. This is called mini-batch learning. By varying

the size of the mini-batch during training the method

can be altered from pattern learning to epoch learn-

ing, or vice versa. Many algorithms are applied as

batch learning methods, because the accumulated er-

ror information at the end of an epoch is a more

reliable basis from which to decide about the next

step, than using only the error obtained from a sin-

gle pattern evaluation. Evolutionary hill climbing,

conjugate gradients or RProp118 are typically used

as batch techniques.

In on-line learning new data is generated con-

stantly and each pattern is discharged after presen-

tation to the network. In contrast off-line learning

uses a fixed training set. The same data is reused

and presented repeatedly to the network. While

off-line learning can use the information of all the

training data to tune its training strategy, on-line

learning can encounter unexpected surprises arising

in the stream of new data. Therefore off-line learn-

ing is, in most situations, more reliable than its on-

line counterpart.123 On-line learning is often used

synonymously with incremental learning and pat-

tern learning. But this can cause confusion, because

pattern learning does not have to be on-line. Pat-

tern learning can reuse data which has already been

seen, whereas on-line learning does not.123 Batch or

epoch learning is typically off-line because it reuses

the same data several times. But an epoch learning

method, which uses each batch a number of times,

until it replaces the batch with new data, could be

regarded as an “on-line epoch learning method”.

In staged learning, training examples are classi-

fied in a series of classes graded by degrees of dif-

ficulty. An example classification could have three

classes: easy, moderately difficult and difficult. The

staged training process is conducted in stages corre-

sponding to the difficulty classes. We regard staged

learning as a form of incremental learning. A sim-

ilar approach is known within the framework of re-

inforcement learning135 where it is called shaping.

Shaping has many different aspects. For example, in

Refs. 113, 114, 129, 136 and 137 shaping was applied

by first solving a sequence of physically simpler rein-

forcement learning tasks before finally the real task

was approached.

6. Experimental Observations

While the structure modifying type of incremental

learning discussed in Sec. 5.1 has several theoretical
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and experimental results available (e.g. Refs. 1, 62,

108 and 141) the essence of data incremental meth-

ods is still not well enough understood. Sometimes

data incremental learning is inherent to a structure

incremental approach, for example if the input layer

or internal processing capacity of a neural network is

initially so far restricted that part of the data is fil-

tered out. In situations like this, structure incremen-

tal effects might overshadow data incremental effects

or vice versa.

For a long period the proposal of Newport63,96

and the experiments of Elman47 which suggested

unrestricted advantages of a data incremental ap-

proach were generally accepted. However, recent

studies119,120,149 seem to question the superiority of

data incremental learning.

Elman46 used examples from natural language to

train simple recurrent neural nets on a “one step,

look ahead” prediction task. The aim was to learn

to predict the order of words in sentences. In his

later paper47 Elman used a similar type of task

and investigated two versions of incremental learning

which he entitled: incremental input and incremen-

tal memory.

In the incremental input approach, Elman

trained simple recurrent networks, while the com-

plexity of the sentences in the training data was grad-

ually increased. The training was conducted in five

phases of increasing complexity, where each train-

ing phase used a different training set of 10,000 sen-

tences. The sentences in the training set of each

phase were divided into two classes according to two

levels of complexity — “simple” and “complex”:

• Phase 1: 10,000 simple sentences.

• Phase 2: 7,500 simple and 2,500 complex sen-

tences.

• Phase 3: 5,000 simple and 5,000 complex sen-

tences.

• Phase 4: 2,500 simple and 7,500 complex sent-

ences.

• Phase 5: 10,000 complex sentences.

The striking result was: The ANNs trained using

incremental input learned the grammar represented

by the 50,000 sentences better than those which were

trained non-incrementally.

In the incremental memory approach the full

data set was used, but the time window of the sim-

ple recurrent network was initially restricted and

then increased in five steps during training. This

was achieved through elimination of the recurrent

feedback connections, by resetting the corresponding

context units after a number of inputs. This number,

which corresponds to the time window, was then in-

creased in stages. The network could only recognise

that structure in the data whose complexity corre-

sponded to the size of the time window. Variations

of the incremental memory approach were investi-

gated in Ref. 74.

Elman47 claimed that when the network was

trained without using either of the two incremen-

tal learning techniques it was unable to learn the

task. This observation seemed to be in accordance

with the work of Newport96 who proposed that “less

is more”; that is, incremental learning is better or

more powerful than non-incremental learning.

In contrast to Elman’s work47 later studies by

Rohde and Plaut119,120 report experiments using a

similar language task that data incremental learn-

ing is not necessary. The networks learn the task

when trained straight on the most complex data sets.

It was claimed that recurrent networks statistically

learn the task, and inherently extract simple regular-

ities, before proceeding to the more complex struc-

tures. Therefore, an incremental learning scheme

would work both automatically and implicitly and

must not artificially be imposed on the network by

additionally preprocessing the data or restricting the

network’s structure. Training which first uses sim-

plified data would allow the network to learn an in-

appropriate data representation. The network would

later experience difficulties in adjusting to more com-

plex data.

Chalup and Blair26,28,29 describe staged learning

of a context-sensitive language with first order re-

current neural networks. Strings from the {anbncn;
n ≥ 1} language can be staged to form the basis for

a data incremental learning approach:

...→ a3b3c3 → a4b4c4 → a5b5c5 → ...

The 3-dimensional graphs in Fig. 2 show the activa-

tion of the three hidden units (H1–H3) of two rep-

resentative solution networks while processing the

string a8b8c8. The state trajectory for a8b8c8 has 24

states, each of them corresponding to an input sym-

bol (‘a1–a8’, ‘b1–b8’, ‘c1–c8’) and a predicted sym-

bol (a=‘•’, b= ‘×’, c=‘◦’ and undetermined= ‘∗’).
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Fig. 2. The trajectories of hidden unit activation of two solution networks with hidden units H1, H2 and H3 while
processing the string a8b8c8. One of them was trained incrementally (a) and shows an almost monotonic behavior. The
other network was trained non-incrementally (b) and shows an oscillating behavior. The symbols ‘•’, ‘×’ and ‘◦’ correspond
to the predicted symbols a, b and c, respectively. The first b of the string cannot be predicted which is indicated by the
asterisk ‘∗’. In addition to the predicted symbols, each state has been assigned its corresponding input symbol ‘a1–a8’,
‘b1–b8’ and ‘c1–c8’.

The states are connected by lines to show quali-

tatively how the trajectory proceeds through the

symbol clusters. In the left graph the hidden unit

dynamics of a network is displayed which was incre-

mentally trained and in the graph on the right side

it was non-incrementally trained. In the majority of

our experiments the hidden unit trajectories of the

incrementally trained networks were almost mono-

tonic while the hidden units’ activation trajectories

of the non-incrementally trained networks were oscil-

lating, as can be seen in Fig. 2. Further, the experi-

ments with incremental learning produced more and

earlier solutions than the ones with non-incremental

learning. This result indicates that the advantage

in efficiency of incremental learning can come with

the cost of obtaining a qualitatively different solution

from non-incremental learning. However, it must be

taken into account that training recurrent neural net-

works is extremely sensitive to the initial conditions

(cf. Batali9). Training results with other network

types might be more stable with respect to switching

between incremental and non-incremental learning.

The result of Chalup and Blair28 can be used to

mediate between Elman’s claim47 that incremental

learning is necessary for certain tasks and Rohde

and Plaut’s protest119,120 that explicit incremental

learning is not necessary and sometimes a hindrance.

First, it should be noted that Chalup and Blair

were using a context-sensitive language for training,

which is more difficult than the languages used in the

studies of Elman or Rohde and Plaut. Chalup and

Blair’s results show that both incremental and non-

incremental learning were successful, which confirms

that incremental learning was not necessary, exactly

as argued by Rohde and Plaut. However, Chalup and

Blair also showed that incremental learning was more

efficient than non-incremental learning which counts

for Elman, because this difference in efficiency might

under certain constraints, for example a restriction

in training time, inhibit successful non-incremental

learning while incremental learning can still be suc-

cessful.

Rohde and Plaut’s proposal119,120 that incremen-

tal learning is happening implicitly and does not

need to be imposed to the learning system from out-

side contrasts with the view of Kirby and Hurford80

who associate the term “incremental learning” with

“ ... the idea that some learning-related re-
source starting at a low value, which then
gradually increases while (but not neces-
sarily because) the organism matures ... ”
and “ ... the initial low (immature) value of



Incremental Learning in Biological and Machine Learning Systems 459

resource actually facilitates, or even enables,
the early stages of learning. Later stages of
learning are in turn facilitated, or enabled,
by higher-valued settings of the resource
concerned ... ”80

Kirby and Hurford review Elman’s approach47 and

propose that the elements of timing and evolution are

missing from his models. They claim that “ ... any

innate pre-programming for input-sensitive growth

must have evolved ... ”80 and they propose a method

to incorporate both “less is more” and “starting

small”47 ideas into an evolutionary framework to

model the evolution of incremental learning.

7. Characterization of Incremental

Learning

One possibility would be to generalize and claim that

all learning is somehow incremental. Another popu-

lar use of the term “incremental learning” is to use

it synonymously with on-line, pattern or adaptive

learning. However, as we have discussed above in

Sec. 5 each of these three terms stands for a different

learning concept, and therefore it is better not to use

all of them synonymously with incremental learning.

Our characterization of machine incremental learn-

ing is primarily inspired by the parameterized in-

crement of learning resources as was suggested and

employed in the approaches taken by Elman47 and

Kirby and Hurford.80 It also aims to take into ac-

count the different concepts of incremental learning

that our review of biological and machine learning

mechanisms revealed. The proposed characterization

is based on two key observations:

• The analysis of sensitive period mechanisms has

shown that timing is an essential feature and that

the constructive incremental mechanisms in nature

involve growing and pruning. Biological incremen-

tal learning in the developing brain exhibits a com-

plex interaction of both processes (compare the de-

velopment of neurons, axons and synapses in the

first 100 days after birth, as displayed in Fig. 1).

• Biological learning involves interacting learning

mechanisms on different time scales.

The following characterization of machine incremen-

tal learning incorporates the concepts behind these

observations and applies them to three dimensions

of machine incremental learning: structural changes,

learning parameter adjustments and input data

variations.

Characterization: Let s = (si)i=0···l, l =

(lj)j=0···m and d = (dk)k=0···n be families of real

numbers. An Incremental Learning System I =

(s, l, d) is a learning systemb which is parameterized

by three families of incremental learning parameters

which can be modified during training:

(i) Structure parameters s = (si)i=0···l which

are, for example, the number of neurons,

density of connections, or other parameters

which determine structure and functionality

of a neural network.

(ii) Learning parameters l = (lj)j=0···m which

are, for example, evolutionary or other learn-

ing parameters, such as the stepsize.

(iii) Data-complexity parameters d = (dk)k=0···n
which can represent any complexity measure

of the training data.

Accordingly, there are three main forms of incremen-

tal learning. Each of them modifies members of one

of the parameter families defined above:

(i) Structure Incremental Learning: The struc-

ture or functional capacity of the neural net-

work is changed during learning.

(ii) Learning Parameter Incremental Learning :

A selection of learning parameters from

l = (lj) is adapted during learning.

(iii) Data Incremental Learning : The data set or

its complexity is increased in stages during

learning controlled by parameter changes of

d = (dk).

In many cases a mixture of these three forms of in-

cremental learning may occur. An example for an

incremental learning system is a neural network, to-

gether with a training algorithm and training data,

where the complexity of the training data is param-

eterized by a sequence of parameters d = (dk). For

example, the study of Elman47 which was discussed

in the previous section, has employed a learning sys-

tem of this category.

bFor simplicity it may be assumed that a learning system is a neural network together with a training algorithm and training data.
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Table 2. The Three Timephases Model : The left column contains a list of biological mechanisms within the three time
phases of evolution (I), neurodevelopment (II) and learning (III). The right column contains a proposed list of candidates
for corresponding machine learning techniques.

Timephase Neurobiology Machine learning

(I) Evolution of the brain and its modules Evolutionary algorithms

(IIa) Neural development (prenatal) Growing algorithms genetically programmed, structure
incremental learning

(IIb) Sensitive phases (postnatal), early learning, Pruning and growing algorithms, Hebbian learning
child language acquisition and formation of cell assemblies, all types of

incremental learning, self-organizing maps

(IIIa) Learning relevant for short-term memory, ANN learning algorithms, data incremental learning,
adaptive learning processes which continue self-organizing maps
after the sensitive phases

(IIIb) Learning relevant for long-term memory, Supervised learning, reinforcement learning, data
neuromodulation incremental learning, metalearning and parameter

incremental learning

8. Discussion and Summary

The review has shown that biological learning mech-

anisms are incremental in various ways. The main

time phases, as seen from the perspective of an indi-

vidual, are: evolution, neurodevelopment and (late

ontogenetic) learning. They operate on different

time scales and can themselves contain learning pro-

cesses which operate on different time scales. For

example, learning involves short-term processes but

also long-term processes. In summary, there are two

concepts which may be important to explain the

general phenomenon of incremental learning:

• Interaction of time scales : The incremental learn-

ing processes of evolution, neurodevelopment and

learning can interact on different time scales.

• Algorithm of intertwined neurodevelopmental pro-

cesses: A review of the sensitive period mech-

anisms has shown that constructive incremental

mechanisms in nature include growing and pruning

of different neuron components at different times

during development (compare timeline in Fig. 1).

The complex interaction of intertwined biological in-

cremental learning processes on all levels of the three

time phases of our model, and in particular dur-

ing the sensitive periods, is still barely understood.

Many of the amazing effects of biological incremental

processes might stem from that interaction.

Incremental learning was further discussed as a

traditional concept of machine learning, but was also

motivated as machine learning concept that possibly

“corresponds” to biological incremental learning. A

summary is given in Table 2 with hypothetical cor-

respondences between neurobiological and machine

learning mechanisms. At this point, we want to em-

phasize that these correspondences are hypothetical;

and it seems to be widely agreed that artificial neu-

ral networks and evolutionary algorithms have little

or no biological plausibility.108 However, it was also

argued that finding appropriate links or correspon-

dences between biological and machine learning the-

ory is a matter of both interpretation and finding the

right level of abstraction (cf. Ref. 4).

Our review on experimental work focused on data

incremental learning. Here for a long period, the

simulation results of Elman47 which suggested unre-

stricted advantages of an incremental approach over

a non-incremental approach, were fairly generally ac-

cepted. However, other studies119,120,149 seemed to

question the superiority of data incremental learn-

ing. To better understand input or data incremen-

tal learning and the above mentioned contradicting

example studies, we compared them with our own

experiments where incremental learning and non-

incremental learning produced qualitatively different

solutions. It is indicated that on certain difficult

learning tasks where non-incremental learning has

a low probability of success, incremental learning is

more efficient. However, an explanation of why and

when incremental learning works depends on several

factors which are inherent to the specific learning

task. Therefore it cannot be concluded that incre-

mental learning is generally better or more power-

ful. Incremental learning can be more successful than
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non-incremental learning provided the learning task

allows a suitable incremental learning scheme and

incremental learning of the lower stages does not in-

hibit access to learning the higher stages by guiding

the learning system into fixation or paralysis.

After reviewing incremental learning in biological

and machine learning systems we proposed a charac-

terization of incremental learning which is a gener-

alization of the concept employed by Elman47 and

Kirby and Hurford.80 Future research could extend

our review and the existing experimental results and

complement them with a theoretical analysis.
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